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Abstract.
matic text illustration, applied to answers to medical goes. Our
method for selecting illustrations is based on the ideadimaitarities
between the answers and picture-related text (the pistoggtion or
the section/paragraph that includes the picture) can ba asevi-
dence that the picture would be appropriate to illustrageathswer.
In a user study, participants rated answer presentatiorsisting of a
textual component and a picture. The textual component weenal-
ally written reference answer; the picture was automdyicatrieved
by measuring the similarity between the text and either tbeige’s
caption or its section. The caption-based selection metbsdlted
in more attractive presentations than the section-basedoaiethe
caption-based method was also more consistent in seleictiog
mative pictures and showed a greater correlation betwesrrated
informativeness and the confidence of relevance of thersystéhen
compared to manually selected pictures, we found that aattem
cally selected pictures were rated similarly to decorgtietures, but
worse than informative pictures.

1 INTRODUCTION

According to Mayer’s [11] well-knowmultimedia principle people
learn better from words and pictures than from words alore-N
ertheless most question-answering (QA) systems, whichacéor
matically answer users’ questions that are posed in ndamglage,
still present their answers using a single modality, in tbenf of
text snippets retrieved from a document corpus. Any pistaeur-
ring in the documents are generally ignored, since thedsdgnted
retrieval methods used in QA systems cannot deal with thesp-A
lution for dealing with non-textual media that has been pemul for
use in multimedia summarization and retrieval is to anafyze con-
vert the media content to a semantic representation usagbtheb
system [10, 12, 6, 13]. However, automatic analysis of media
tent is difficult and often unreliable, while manual annimtats very
laborious. Another solution, which according to de Jongl.€B&is
often overlooked, is the use of related linguistic contastéad of the
media items themselves. If related text adequately descabmedia
item, text-based retrieval methods can be used to retriendextual
media.

Bosma [3] proposed a method for extending the answers exlurn
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In this paper we discuss and evaluate a method for autoby a QA-system with appropriate illustrations by searctpigjures

whose related text is similar to the text of the answer. Péstare se-
lected by taking the best match of the answer text and a tépen
automatically associated with the picture. This methoddesen ap-
plied in the IMIX system for answering medical questions [Bhe
purpose of the IMIX system is to answer medical questionmfro
non-expert users, of the kind to which answers can be typifmaind

in an encyclopedia. Questions can be typed or spoken (iripaad
answers are presented using speech, text and picturedidpseszan
be asked in isolation, but the system is also capable of emgay
dialogs and answer follow-up questions.

This paper presents a user evaluation of Bosma’s [3] picteie-
tion method. In the experiment, answer presentations witbraat-
ically selected pictures were rated by naive participamtgiing the
attractiveness and informativeness of the text-picturalgoation.
We also investigated the influence of the different pres&mta on
learning. The experimental design was the same as that yseghb
Hooijdonk et al. [8], who evaluated manually created ansprer
sentations consisting of different text-picture comhiorag. We re-
peated their experiment for answer presentations withnaatioally
retrieved pictures, comparing two versions of the autarraititure
retrieval method: one where the picture’s textual annotationsists
of its caption (resulting in ‘caption-selected’ illusti@is), and one
where the annotation is a part of the text near which the p@ottas
found (resulting in ‘section-selected’ illustrations).

In the following sections, we first explain the picture sétat
method that is evaluated (Section 2). Then we describe thepse
of the evaluation experiment (Section 3) followed by a déston of
the results (Section 4). We end with some concluding rem@k&s-
tion 5).

2 AUTOMATIC TEXT ILLUSTRATION

Our picture selection method is an application of the qumyed
summarization framework of [4], which is applied in IMIX teg-
erate extended answers consisting of a paragraph-sizedrt&A,
the answer’s content is drawn from a set of documents (theceou
documents) which provide an answer but were not necesserity
ten to answer the query. The query-based summarizatioroagipr
relies on a combination of one or more feature graphs reptiege
the source documents. The graphs express relations betinedac-
uments’ content units, and are constructed using infoonabout
unit content (e.g. based on cosine similarity) or contexd.(based
on layout) to relate the units. This way, content can be prtese
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Wat zijn thrombolytica?

Thrombolytica zijn middelen die een bloedstolse| (trombus)
kunnen oplossen, en zijn het meest effectief als ze worden
toegediend zodra zich symptomen voordoen die op afsluiting
wan de bloedvaten wizen. Thromboelytica worden in de aders
ingespoten en vervolgens door het bloed meegevoerd naar
de plek waar zich het stolsel bevindt. De middelen kunnen ;
echter ook rechtstresks in het verstopte bloedvat worden |8
geinjecteerd. Veelgebruikte thrombolytica zijn streptokinase,
alteplase en reteplase.

BLOEDSTOLLING: Gestold bloed ziet
er onder de microscoop ongeveer zo
uit: rode bloedcellen en enkele witte
bloedcellen worden vastgehouden in
een netwerk van fibrinedraden

| Gaverder |

Figure 1. Example of an answer presentation consisting of text and an
automatically selected picture. The presentation anstlierquestiotWhat
are thrombolytics?The text of the answer explains that thrombolytics are
drugs used to dissolve blood clots. The picture depicts ersalic
representation of clotted blood.

for which there is just indirect evidence of relevance. Fatance,
a sentence that is adjacent — and thus contextually reléabeal-sen-
tence that is similar to the query may be included in the anssven
though it is only indirectly linked to the query.

This concept may also be applied to multimedia. A picturelman
related to a piece of text by using layout information. A igfintfor-
ward relatedness clue of text and picture is when the tekteipic-
ture’s caption, but also if the picture belongs to a certairagraph or
section, the section and the picture may be considerecdeldthen
the relevance of the text is established, the relevanceedfititure is
established indirectly.

In the IMIX system, this approach is used to select the bestis
to illustrate a given textual answer to a medical questianfiid
this picture, the illustration system compares the texhefanswer
with picture-associated text. The more similar the two f@dsages,
the more likely the picture is relevant. The picture-assi@e text
is interpreted as a textual representation of the pictunes fhay be
either the picture’s caption or the paragraph (or sectiowisingle
paragraph could be related to the picture) in which the pectuas
found. The relevancy of a picture for the answer is calcdlate

Rpicture(i,t) = cosim(t, text(i)) Q)
whereR,icture (4, t) iS the relevancy of pictureto textt; andtext(s)
is the text associated with pictuieThe functioncosim/(a, b) calcu-
lates the cosine similarity af andb.

Cosine similarity is a way of determining lexical similgriif text
passages. The idea behind cosine similarity is that a tesdaning is
constituted by the meaning of its words. To measure cosingesity

where cosim(a,b) is the similarity of passages and b; n is the
number of distinct words in the passages. Both passagepre-r
sented as a vector of length with a;, representing the contribution
of word k to passage. The denominator ensures that passage vec-
tors are normalized by their lengths. The valuéis the length of
passage vectar, measured ag/) ", _, a?.

Determining how much a particular word contributes to thame
ing of a passage is calleéerm weightingIn this paper, we usgf -idf
term weighting, i.e. the contribution of a word to a passageaicu-
lated as the word’s occurrence frequency in the passage (ter
quency, TF) multiplied by the word’s inverse document fregy
(IDF). IDF is a measure of how characteristic the word is fpas-
sage. To measure the inverse document frequency, we reglairge
set of passages. In this paper, we use the passage vectactuoép
associated text for all pictures in the corpus, plus thegmessector
of the answer text. A word occurring in few of these passages r
ceives a high IDF value, because the low occurrence rate sribke
descriptive of the few passages it appears in. Converselgyra oc-
curring in many passages receives a low IDF value. The dunioin
of word £ to passage is measured as follows:

akr = tfa’k . dek (3)
wheret f, 1 is the number of occurrences of wokdin passage:;
andidfy, is the IDF value of wordk. The IDF value is calculated as
follows:
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where|D| is the number of passages in the corpus (i.e. the number of
pictures plus one); and the denominator is the number ofrdeats
which contain the word:.

The final answer presentation consists of the textual anawer
the most relevant picture and its caption. An example of awan
presentation containing an automatically selected pgdsigiven in
Figure 1 (this is a screen shot showing one of the answer qgese
tions from our experiment, see the next section).

3 THE EVALUATION EXPERIMENT

We carried out an evaluation experiment in which participaval-
uated a set of 16 text-picture answer presentations to @leglies-
tions. The pictures in the presentations were selectedraiically
using the method described above. Apart from the pictured us
the answer presentations, the study was identical to tig sfuman-
ually created presentations by van Hooijdonk et al. [8]sTihcludes
the textual component of the answers. Below we describerte c
ation of the stimuli used in the experiment, the participaand the
experimental procedure.

3.1 Questions and textual answers

In our study, we used the same set of 16 general medical questi

between two passages, we represent both texts as a vectse whdhat had been used by [8]. Certain properties of the questiothis

elements represent the contribution of a word to the meaoifiige
passage. Before measuring the cosine similarity, wordstaremed
using Porter’s stemmer [14]. The cosine similarity is cilted as
follows:

_ 2 ke Ok " bk
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cosim(a, b)
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set were systematically varied, in order to investigateetffiect of
guestion type on the effect of the different answer presiems Of
the 16 questions, half were definition questions and haléweoce-
dural questions. Of the eight questions in both groups, feddfrred
to body parts and half did not. Table 1 shows examples of tles-qu
tions used. References to body parts may be indirect, as e in
the first question in Table 1.



Table 1. Examples of medical questions. Questions are equally efivid
the categories daefinition questiongDef.) orprocedure question§roc.);
and in questions which refer to body parts and questionshadiicnot.

Type/Bodypart  Question

Def./Yes Where is testosterone produced?

Def./No What does ADHD stand for?

Proc./Yes How to apply a sling to the left arm?

Proc./No How to organize a workspace in order to prevent RSI?

For each medical question, van Hooijdonk et al. [8] formedba
concise and an extended textual answer. A concise answes giv
direct answer to the question, and nothing more, while theneled
answer also provides relevant background information [@]). The
average lengths of the concise answers and the extendecransw
were approximately 26 words and 66 words respectively.

The textual component of an answer presentation was a ntgnual
written reference answer. Manual text is used in order tolibe @
concentrate on evaluating the multimedia aspect — thetyulihe
text-picture combination. In the experiment reported herereused
the answer texts from [8] but combined them with new, autémat
cally selected pictures as described below. The text isdbasean-
swers produced by a study in which participants answeredahme
guestions as the ones used here, using any informatiorabieiin-
cluding web search. This procedure is described in detgd]in

3.2

We created a corpus of annotated pictures to be used for atitom
ically illustrating the textual answers. The pictures adl &g their
textual annotations were automatically extracted from taexdical
sources providing information about anatomy, processiesases,
treatment and diagnosis. Both are intended for a gener@resland
written in Dutch. The first sourcéerck Manual medisch handboek
[1], Merck in short, contains 188 schematic illustratiofigwatomy
and treatment, process schema’s, plots and various typisgrams.
The other sourcélVinkler Prins medische encyclopedid, WP in
short, contains a variety of 421 pictures, including phoapdic pic-
tures, schema’s and diagrams. These sources were selecigsb
they cover the popular medical domain and they are relgtstelic-
tured — paragraph boundaries are marked in the text and 260
tures have captions.

In this experiment, for each of the textual answers, two gares
tations were generated by illustrating them using the élyorde-
scribed in section 2, applied to the picture corpus desdréim®ve.
For one of the presentations for each answer, the pictuegsan
was used as associated text. For the other presentatiorictiveep
was associated with the smallest unit of surrounding texnfits
original document; this could be a section or a paragraplk. Sth-
rounding text was extracted automatically, using metarmftion in
the document such as XML tags.

The average distribution of selected pictures from our tawrees
(Merck 33 percent; WP 66 percent) reflects the distributiomur
picture corpus (Merck 31 percent; WP 69 percent). Tabletg tre
number of selected pictures from each source for the fowctsd
conditions, with percentages given between brackets. Matefor
each condition, 17 pictures were selected: 16 for the anpresen-
tations to be evaluated, plus one for an example presentdi#d was
presented to the participants (see Section 3.4).

The corpus did not contain an appropriate picture for alleams,
which forced the illustration system to select less appad@pictures
for some of the presentations. In some cases the selectedepicas

lllustrating the answers
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Waar worden rode bloedcellen aangemaakt?

Bloedcellen worden gemaakt van de stamcellen in  Gezonde  Bolvormige Ovale cel
het beenmerg. Deze stamcellen vormen rode cel cel

bloedcellen afhankelijk van de behoefte van het Q

lichaam.
Vormen van rode bloedcellen

Sikkelcal

| Gaverder

Figure 2. Example of a picture which is related but not complementary t
the answer text. The presentation answers the quedthere are red blood
cells generatedThe text explains that red blood cells are generated from
stem cells in the bone marrow. Rather than illustrating, tmsvever, the
picture shows various deformations of red blood cells.

Table 2. Number of pictures (with percentages in brackets) selefcten
Merck [1] and WP [7].

Merck

6 (35%)
4 (24%)

6 (35%)
7 (41%)

Condition

Brief text; caption-selected picture
Extended text; caption-selected picture
Brief text; section-selected picture
Extended text; section-selected picture

WP
11 (65%)
13 (76%)
11 (65%)
10 (59%)

plain irrelevant, but in some other cases, the picture wateto the
text but had a different perspective. For instance, thaupdn Fig-
ure 2 addresses the deformation of red blood cells ratherttier
generation. This problem may have been augmented by théhftct
the pictures in our corpus have a high information densityy éew
pictures have a decorative function only (i.e., they do riat any
information to the related text). Consequently, the piesuare rela-
tively specific to their original context, which complicattheir reuse
in a slightly different context.

The answer presentations were created as a web page headed by
the question (in bold face), followed by the answer text @lfit and
the best-matching picture on the right side of the page. Riézss
which method had been used to select the picture (captiseebar
section-based), we considered the caption part of thergietod thus
presented it along with the picture in the answer presemta8ince
all pictures in our corpus had a caption, this was alwaysuohed. If
the text surrounding the picture had been used for its setedhis
text was not included in the answer presentation.

A complicating factor here was that captions vary greatly in
length, especially in the WP corpus. Table 3 shows detailthef
distribution of caption lengths (for comparison, detalt®at section
lengths are given in Table 4). The most extreme case was mgapt
as long as 428 words. Since the textual component of the apsee
sentations averaged only 26 or 66 words (for concise anch@ete
presentations respectively), presenting very long captadong with
the pictures would lead to an imbalance between the amouekof
in the caption and the amount of text in the textual compooétite
answer. In order to prevent excessive caption lengths erattswer
presentations the captions were truncated to their firdesea. So
only the caption’s first sentence was presented along wéhptt-
ture, rather than the caption as a whole. This was ddte picture
selection, so it did not affect the picture selection preces



Table 3. Caption length statistics of the Merck corpus [1] and the WP

corpus [7].
Caption length (words)
Average SD
Merck 4.4 1.9
WP 39.1 429
Combined 284 39.1

Table 4. Section length statistics of the Merck corpus [1] and the WP

corpus [7].
Section length (words)
Average  SD range
Merck 354 325 [30,1944]
WP 67 48 [5,336]
Combined 156 227 [5,1944]

3.3 Participants

Seventy five people participated in the experiment: 44 feraatl 31
male, between 18 and 55 years old. Fifty six of them (75 péycen
were students recruited from Tilburg University. The remrag 25
percent were recruited from various e-mail lists. None hadigi-
pated in the experiments of [8]. The participants were ramygas-
signed to one of the four conditions (concise or extendet] $eXec-
tion by means of caption or surrounding text), of which thegrev
shown all 16 answer presentations.

3.4 Experimental procedure

The participants were invited by e-mail to participate. sTeimail
shortly stated the goal of the experiment, the amount of tinveuld
take to participate, the possibility to win a gift certifieaand the

The participants judged the informativeness of the testpe
combination instead of directly assessing the relevandbebic-
ture. This is because the experiment in [8] contained mansat
lected pictures only, for which relevance was assumeddiaidth a
distinction was made between decorative and informatietupes).
In contrast, automatic pictures may be irrelevant or sona¢wile-
vant. However, we chose not to change the design of the empasti
in order to get comparable results. (See Section 4.3 for gpadm
son between presentations with manually and automatisalgcted
pictures.)

After completing the practice session, the participaradetl with
the actual experiment, proceeding in the same way as duréagraic-
tice session. When they were finished with their assessnighteo
answer presentations to the 16 medical questions, theiparis re-
ceived a post test which was the same for all participanga(ciess
the experimental condition). In the post test, the pardiotp had to
answer the same 16 questions of which they had rated the answe
presentations in the previous part of the experiment. Tlais @one
in the form of a multiple choice test, in which each medicadsu
tion was provided with four textual answer possibilitied. tBese
four answer possibilities, one answer was correct and ther dhree
were plausible incorrect ones. The order in which the médjoes-
tions were presented in the post test was the same as in e act
experiment. Note that — with respect to the concise textnaar
— the additional information in the extended textual answaerd in
the pictures was not necessary to answer the question irotegst
correctly.

4 RESULTS

The results of the assessments were normalized to be in tige ra

[0..1]. Aratingn between one and seven (inclusive) was normalized
1

asz(n—1).

URL of the experiment. The experiment, created using WWStim For processing the results, we used the following, nonestah

[15], was entirely online.

When the participants accessed the experiment, they firsives
instructions about the procedure. The participants wédehbat they
would receive the answer presentations of 16 medical quresti
which they would have to study carefully and then assess thei
formativeness and their attractiveness. Next, the ppetits entered
their personal data, i.e., age, gender, level of educatiod,option-
ally their e-mail to win a gift certificate.

After participants had filled out their personal data, thescp
ticed the procedure of the actual experiment in a practissige:
they were given the medical questigvhere are red blood cells pro-
duced?First, the participants answered on a seven-point Liketes
how confident they were to know the answer to this medicaltopres
Subsequently, the participants were shown the answer to¢liécal
question corresponding to the condition they were assigme(Gee
Figure 2 for the concise-answer, caption-selected piatanglition.)
The participants studied the answer presentation unt theught
that they could assess its informativeness and attraetbeermhen,
the participants were shown the medical question, the anpree
sentation, and a questionnaire. This questionnaire dedscf five
questions, asking them to rate on a seven-point Likert scale

the clarity of the text;

the informativeness of the answer presentation;

the attractiveness of the answer presentation;

the informativeness of the combination of text and pitur
the attractiveness of the combination of text and picture

apwNPE

method. For each condition and each medical question am$sss
ment question, we calculated the average assessment. iIFaviga
significance testing of differences between two experialesandi-
tions for a particular assessment question, we measurqzbthent-
age of answer presentations for which the rating of one ¢tiamdivas
higher than that of another. A condition that consistendgeived
higher average ratings than the other for each medical ignegbt
a score of 100 percent; consequently, the other conditida gela-
tive score of O percent. Significance is tested by mearig%ffold
approximate randomization. A difference is consideredificant if
the null hypothesis (that the sets are not different) coealddpected
at a certainty greater than 95 percemt( 0.05), unless stated other-
wise.

The reasons for using the mutual rank instead of the aveuaige |
ment are as follows. To see if one type of answer presentetioet-
ter than another, one could simply check whether the diffezean
average scores is significant. However, while a single gessaore
is useful as a rough quality indication, it may not be the besthod
for a pairwise comparison.

If the difference in scores between two types of answer ptase
tion does not tell anything about the difference in qualitlyes than
which one is better, a comparison can have only three pessikit
comes: one is better, the other is better, or their qualigosal. If
this is accepted, it remains to be seen whether the scoragesr
are reliable for significance testing. The standard dewiati ratings
of answers to some medical questions was higher than thdasthn
deviation for answers to other medical questions. As a tesnine
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Figure 3. Average assessments of (a) textual clarity; (b) infornesass of
the presentation; (c) attractiveness of the presentafihrinformativeness of
the text-picture combination; (e) attractiveness of thxé pécture
combination; and (f) the average percentage of correct arssi the post
test.

medical questions affect the average rating more than tfidris
makes it less likely to find significant differences in ratiktging the
mutual rank avoids this problem.

4.1 Caption or section?

Figure 3 shows an overview of the average assessments pair con

tion. The level of clarity of the textual component of thewes (Fig-
ure 3 (a)) was judged similar. No significant differencesvaen any
two conditions were found.

Regarding the informativeness of the answer presentasoa a

whole (Figure 3 (b)), extended answers were rated significarore

informative than concise answers. However, for extendesivars,

the combination of picture and text (Figure 3 (d)) was judigess

informative. This effect was the strongest for pictured there se-
lected using their surrounding section, although the difiees were
not significant.

The presentation (Figure 3 (c)) as well as the picture/texh-c
bination (Figure 3 (e)) was rated significantly more atixacif the
pictures were selected based on their captions than if theeg se-
lected based on their surrounding section. The attracs®&of the
presentation or the picture/text combination was not &by the
length of the textual component of the answer.

All'in all, the presentations containing a section-seleéqieture
were less informative and less attractive than the pregensacon-
taining a caption-selected picture. Apparently, captemesmore rep-
resentative of the content of a picture, and thus are morabtel
indicators of the picture’s relevance to the answer texts Thnot
entirely surprising, as the content of a caption generadlycdbes
(only) the picture, whereas the text surrounding a pictuas @so
contain unrelated content.

In seeming contradiction with the good ratings of captietested
pictures, in the post test where participants had to selectcor-

rect answer in a multiple choice test, participants who ve@vn
section-selected pictures gave significantly more corestswers
than other participants when the section-selected pioae in-
cluded in a presentation with an extended textual comporidms
is a remarkable result because these pictures were ratgdniéar-
mative. A possible explanation for this is that the partifs con-
centrated less on the picture (because they quickly dismhigsas
less relevant) and more on the text. After all, the inforiomiin the
picture was not required to answer the questions in the pest t

4.2 The value of confidence

The selection criterion for automatic pictures was the re&imi-
larity of the textual component of the answer and the texa@aged
with the picture (a caption or a section, depending on thelitiom).
The picture with the highest cosine similarity was selecBetause
cosine similarity is used as a measure of relevance, thigevedn
be interpreted aseonfidence valyd.e. how confident the system is
that the selected picture is actually relevant. If the a@similarity is
actually a good indicator of relevance, one would expecgh borre-
lation between cosine similarity and relevance. In the IMpstem,
in which this picture selection method is implemented, thener is
presented text-only if no picture has a confidence (cosiméasity)
above a certain (configurable) threshold. Table 5 showsvibages
of the cosine similarity values of the pictures selectedheranswers
in the experiment described in this paper.

Table 5. Statistics of the cosine similarity of the textual companefithe
answer and the text passage used for indexing the selectedepi

Condition Average (standard deviation)
Brief text; caption-selected picture 0.190 (0.00788)
Extended text; caption-selected picture  0.188  (0.00631)

Brief text; section-selected picture 0.133  (0.00501)
Extended text; section-selected picture  0.162  (0.00654)

But what is the meaning of cosine similarity as a confidentea?a
Cosine similarity can be used to predict the relevance opttieire
if there is a correlation between the cosine similarity dreléxperi-
mental participants’ judgments of a presentation. Figushaws the
correlation of the confidence (cosine similarity) value #melpartic-
ipant judgments. A value of 1 (or -1) indicates a perfectéasing
(or decreasing) linear correlation. This correlation wasatest for
the participant judgments of the informativeness of the-pésture
combination (0.51 and 0.44 with concise and extended textee
tively). This is an encouraging result, given that this asgeems to
correspond most closely to picture relevance. With resjoeattrac-
tiveness, the correlation with confidence was significagitbater for
concise answers than for extended answers. There was olifjhtr s
difference in correlation between attractiveness and dentie for
different picture selection methods.

Remarkably, participants perceived the textual compoonétte
answer as less clear when the confidence value of the pictase w
greater. This puzzling result suggests that relevant gstoegatively
affect the clarity of the answer text rather than enhand® piossible
explanation is that any mismatches between picture andraytbe
more confusing when text and picture seem closely relataulnen
the picture obviously does not fit the text, in which case it ba
easily ignored and does not influence the interpretatiohefext.
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Figure 4. Pearson correlation coefficient between the confidencectingi

selection and the assessments of (a) textual clarity; {b)rimativeness of the

presentation; (c) attractiveness of the presentationnfdmativeness of the

text-picture combination; (e) attractiveness of the f@gture combination;
and (f) the average percentage of correct answers in theqstst

4.3 Automatic or manual?

As mentioned earlier, apart from the answer presentatibam+
selves, the design of the experiment was identical to theraxent
described in [8]. This allows us to compare the evaluatisults
of our automatically illustrated answer presentation$asé of [8],
who evaluated manually created answer presentations.

In the experiment of [8], the answer presentations corgist¢he
same (concise or extended) textual component used in thentex-
periment, in combination with either no picture, a deceragicture,
or an informative picture (i.e. six experimental condigdn total).
These manually selected pictures can be regardedgmdastan-
dard for decorative and informative pictures respectively. ldeer,
in practice, it is unlikely that this gold standard can beiexdd with
the set of 609 medical pictures used for automatic pictulecten
in our experiment, because the picture sources used by [@& we
restricted and thus offered far more opportunities to finditable
illustration for a given answer text.

A large portion of participants in both experiments werealstis
from Tilburg University. Because these students receivedrse
credits for participation, they filled in their student retgation num-
ber, which made it possible to distinguish them from othetipa
ipants. However, in both experiments, other participaatk tpart
from outside this community, and we found significant difeces
between the registered students and the other participatitse-
spect to their answers to some of the assessment questiorse®
age, for 65 percenfp(< 0.001) of the answer presentations of [8],
the informativeness of the presentation was rated highestinyent
participants than by other participants. In the same expatt, stu-
dents rated the text-picture combinations more inforneat80 per-
cent,p < 0.001) and less attractive (58 percept< 0.01) than other
participants. The answers to other assessment questioasinglar
for both groups, or slightly different.
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Figure 5. Average assessments of (a) textual clarity; (b) infornesass of
the presentation; (c) attractiveness of the presentefifrinformativeness of
the text-picture combination; (e) attractiveness of thé pécture
combination; and (f) the average percentage of correct enssiv the post
test. For comparability, these results include only regest students from
Tilburg University. Therefore, the actual values may diffghtly from
Figure 3.

The results of two experiments are comparable only if theigro
of participants in one experiment is similar to the parteits of the
other experiment. However, students and non-studentsharensto
produce different results, rendering the participant gsoas a whole
dissimilar. Therefore we filtered the non-students out foamcom-
parison between automatically and manually selectediditisns, to
ensure that the experimental conditions are the only Vimsativer
both experiments. Since the students participating in lecgberi-
ments were recruited within a short time frame using the szone
munication channels, we consider both groups as fully coaipe.

In total, 98 participants (70 female, 28 male) in both experits
were registered students. Of them, 42 contributed to therexen-
tal conditions of [8] and 56 contributed to the conditionsnfr our
experiment, described in section 3. No one participatedewlhe
average assessments of the 98 participants are shown ireFsgu

These results combine the 16 concise and the 16 extendedmransw

presentations, comprising 32 data points for each comdéitd as-
sessment question.

The informativeness of text-picture combinations as weltte
attractiveness of the presentation was similar when thevemson-
tained an automatically selected picture, a manually sededeco-
rative picture, or no picture at all. No significant diffeoeis were
found. However, the text-picture combination of manualyested
informative pictures was rated significantly more inforivetthan
the text-picture combination of manually selected dedaatictures
and automatically selected pictures. Answer presentatia@re rated
significantly less informative if the presentation conéalra section-
selected picture than if the answer contained an inforragtieture,
a decorative picture, or no picture at all. Presentatiomgaioing
caption-selected pictures are not significantly less mftive than
presentations with informative pictures.
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Figure 6. Standard deviations per answer presentation in the assptsm
of (a) textual clarity; (b) informativeness of the preséotg (c)
attractiveness of the presentation; (d) informativendéskeotext-picture
combination; (e) attractiveness of the text-picture coration; and (f) the
average percentage of correct answers in the post testoFgrazability,
these results include only registered students from Tgllumiversity.

Average ratings of automatic presentations may have bega ne

tively affected by inconsistent performance of the pictse¢ection
algorithm. In some cases, the algorithm selected an imatewr a
somewhat irrelevant picture because there was no appteppie

ture in the database or simply because the algorithm fadefthd

it. If the relevance of automatic pictures is less constistiean that
of manual pictures, this should reflect in the variabilityttoé results.
Figure 6 shows the standard deviations of assessmentuteonatic

pictures, participants indeed show greater variabiligntfor manual
pictures in their assessments of textual clarity, infoivesitess and
attractiveness of the answer presentation. Remarkablfouve that
the standard deviation of the number of correct answersdrptst
test was also greater for pictures which are selected bydhptions.

5 CONCLUSION

This paper presented an algorithm for automatic illustratf an-
swers to medical questions in Dutch. It is used in the IMIXgjign

answering system to add appropriate illustrations to tdnswers.
To evaluate the algorithm, we conducted an experimentpvidtig

the same procedure as [8] to evaluate different types of enpre-
sentations on informativeness, attractiveness and irduen learn-
ing.

In our experiment, the answer presentations contained taaiex

lection, or using the section or paragraph that containegitture.
Both selection methods were tested in combination with @iseror
an extended textual answer.

Due to limitations of the corpus (i.e. for several questidandid
not contain a relevant picture at all) the standard deviatiof our
results are quite high, which makes it difficult to make angpeagal
claims based on them. However, some tentative conclusiambe
drawn.

The results indicate that the caption-based picture setect
method results in more informative and attractive pregimts than
the section-based method, although the difference in rinditive-
ness was not significant. Furthermore, caption-basedrpicelec-
tion shows a greater correlation between confidence andniafo
tiveness, which indicates that the confidence value betteligts the
informativeness of the picture. A system could use this spoad
by not offering any picture if no relevant picture is avalialas is
currently done in the IMIX system). All in all, the captiora¢ed pic-
ture selection method offers more promising results tharsétction-
based selection method.

An investigation of the relation between system confidenut a
our experimental results revealed an intriguing negatoeetation
between textual clarity and the predicted relevance of ¢tected il-
lustration. Apparently, seeing an answer text in combimatiith a
picture that is related to it, but not fully attuned to it, miag con-
fusing to the user. Problems like these might be solved bydvel-
opment of post-processing methods to adapt the textual soelv
components of the answer presentation to each other, sahiat
form a more coherent whole.

When compared to manually created answer presentations, we

found that answer presentations with an automaticallyctedepic-
ture were largely rated at the same level as presentatidghsawman-
ually selected decorative picture (which did not add angrimiation
to the answer) or even no picture at all. This may be partiedy
plained by the design of the experiment, where the visuahete
of the answer presentations was not needed to answer théogues
(since the textual element contained all the required médion).
Also, the results were undoubtedly influenced by the fact tioa
picture corpus did not contain appropriate pictures foraawers,
in which case the algorithm had no choice but to select aleiraat
picture. To measure the extent of this influence, we shoutibpe a
sub-analysis on those questions for which the corpus dithgoat
least one appropriate picture. In general, we can say thatn ghe
limitations of our corpus, achieving comparable ratingsnually
selected decorative pictures is not a bad result.
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and a visual component, of which the text was given and the vi-

sual was automatically retrieved from an offline pictureatiase
containing 609 pictures. The pictures were automaticattyaeted
from Merck Manual medisch handbogk] and fromWinkler Prins

medische encycloped|@&]. To find an appropriate picture, the pic-
tures were indexed by a passage of text from the documentichwh
they were found. Two different indexing methods were coragar

in the experiment, either using the picture’s caption fatygie se-
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